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Motivation 

!   Linguistic relation learning regards most research in 
Natural Language Processing: 
!   syntactic/semantic relations, coreference resolution, 

discourse structure, relation extraction between NEs 
!   such methods typically target constituents spanning one or 

multiple sentences 
!   Relational learning from pairs of entire (short) texts 

!   joint analysis of relations between different constituents  
!   textual entailment, paraphrasing, correct vs. incorrect 

translation pairs, or question/answer pairs, etc. 
!   Machine learning methods are typically applied to detect 

such relations 

Motivation (2) 

!   Machine learning models use vector of features: 
!   several textual similarities applied to the two texts 
!   computed with different representations 

!   We use a different approach to relational learning from 
text pairs: 
!   structural/linguistic representation of the text  
!   semantic links between the constituents  
!   structural kernels to map them in feature spaces 

!   Let’s focus on Question Answering relations 



Let’s consider: Passage Reranking 

What is 
Mark Twain's 
real name? 

Passage Retrieval 

Roll over, Mark Twain, 
because Mark McGwire 

is on the scene. 

What is 
Mark Twain's 
real name? 

Samuel Langhorne 
Clemens, better known 

as Mark Twain. 

SEARCH 
ENGINE KB 

Mark Twain couldn't 
have put it any better. 

Fast 
Recall 

IR 



Passage Reranking 
Roll over, Mark Twain, 

because Mark McGwire 
is on the scene. 

What is 
Mark Twain's 
real name? 

Samuel Langhorne 
Clemens, better known 

as Mark Twain. 

SEARCH 
ENGINE KB 

Mark Twain couldn't 
have put it any better. 

Roll over, Mark Twain, 
because Mark McGwire 

is on the scene. 

Samuel Langhorne 
Clemens, better known 

as Mark Twain. 

Mark Twain couldn't 
have put it any better. 

Slower 
Precision 
NLP/ML 

Encoding question/answer pairs 

What%is%Mark%
Twain's%real%
name?%< 

Roll%over,%Mark%Twain,%
because%Mark%McGwire%is%
on%the%scene.% > , 

What%is%Mark%
Twain's%real%
name?%< 

Samuel%Langhorne%
Clemens,%be@er%known%
as%Mark%Twain.% > , 



Encoding question/answer pairs 

What%is%Mark%
Twain's%real%
name?%< 

Samuel%Langhorne%
Clemens,%be@er%known%
as%Mark%Twain.% > , 

(0.5,%0.4,%0.3,%0.0,%0.2,…,%1.0)%

lexical:%nJgrams,%Jaccard%sim.,%etc.%
syntac,c:%dependency%path,%TED%
seman,c:%WN%path,%ESA,%etc.%

Encode%q/a%pairs%via%
similarity/features%

Encoding question/answer pairs 
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representa,on%



Encoding question/answer pairs 

What%is%Mark%
Twain's%real%
name?%< 

Samuel%Langhorne%
Clemens,%be@er%known%
as%Mark%Twain.% > , 

(0.5,%0.4,%0.3,%0.0,%0.2,…,%1.0)%

lexical:%nJgrams,%Jaccard%sim.,%etc.%
syntac,c:%dependency%path,%TED%
seman,c:%WN%path,%ESA,%etc.%

Complex/feature/
engineering/ Encode%q/a%pairs%via%

similarity/features%

bri3le/
representa,on%

Our approach 

!   Model q/a pairs explicitly as linguistic structures 
!   Rely on Kernel Learning to automatically extract and learn 

powerful syntactic patterns 

< > , (0.5,%0.2,…,%1.0)%, 

What%is%Mark%
Twain's%real%
name?%< 

Samuel%Langhorne%
Clemens,%be@er%known%
as%Mark%Twain.% > , 



Part I – Introduction to Structural kernels 

!   Classification function of kernel machines 

!   Kernel Definition (Kernel Trick) 

!   Kernel Operators 

!   String, Syntactic Tree Kernel, Partial Tree kernel 
(PTK) 

!   Efficiency 

Classification function of  
Kernel Machines 

  

€ 

f (  x ) =
 
x ⋅
 
w + b = 0,    x ,  w ∈ ℜn ,b∈ ℜ

!   The equation of a hyperplane is 

!      is the vector representing the classifying example 
!      is the gradient of the hyperplane (learned model) 
!   The classification function is 

x


w

h( !x) = sign( f ( !x))

!
x ⋅ "w > −b

Note that the 
hyperplane 
classifier is just: 



     

     
     

 
! Kernel Machines (e.g., SVMs or perceptron) are such that 

 

! Hence the classification function results: 

! Note that data only appears in the scalar product 
 

 

Kernel Trick 

  

€ 

 w = α j
j=1..
∑ y j

 x j

  

€ 

sgn(  w ⋅  x + b) = sgn α j
j=1..
∑ y j

 x j ⋅
 x + b
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! Mapping vectors in a space where they are linearly 
separable,  
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! In the space    , we can rewrite the classification function 

as: 
  

  

 
 

Classifying in the ϕ space  

h( !x) = sgn(φ( !w) ⋅φ( !x)+bφ ) =

φ

= sgn φ α j
j=1..ℓ
∑ y j

!
x j
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= sgn( α j
i=1..ℓ
∑ y jk(

!
x j ,
!
x)+bφ )

= sgn( α j
j=1..ℓ
∑ y jφ(

!
x j ) ⋅φ(

!
x)+bφ ) =

Kernel Function Definition 

!   Kernels are the product of mapping functions such as 

  

€ 

 x ∈ ℜn,     
 
φ ( x ) = (φ1(

 x ),φ2( x ),...,φm (  x ))∈ ℜm

52 Chapter 2. Statistical Machine Learning

Def. 2.26 A kernel is a function k, such that 8 ~x,~z 2 X

k(~x, ~z) = �(~x) · �(~z)

where � is a mapping from X to an (inner product) feature space.

Note that, once we have defined a kernel function that is effective for a
given learning problem, we do not need to find which mapping � it corresponds
to. It is enough to know that such mapping exists. The following proposition
states the conditions that guaranteed such existence.

Proposition 2.27 (Mercer’s conditions)
Let X be a finite input space with K(~x,~z) a symmetric function on X. Then
K(~x, ~z) is a kernel function if and only if the matrix

k(~x, ~z) = �(~x) · �(~z)

is positive semi-definite (has non-negative eigenvalues).

The proof of such proposition is the following (from [Cristianini and Shawe-
Taylor, 2000]). Let us consider a symmetric function on a finite space X =
{x1, x2, ..., xn}

K =
�
K(xi, xj)

�n

i,j=1

Since K is symmetric there is an orthogonal matrix V such that K =
V ⇤V 0 where ⇤ is a diagonal matrix containing the eigenvalues �t of K, with
corresponding eigenvectors ~vt = (vti)n

i=1, i.e. the columns of V . Now assume
that all the eigenvalues are non-negatives and consider the feature mapping:

� : ~xi !
�p

�tvti

�n

t=1
2 Rn, i = 1, .., n.

We now have that,

�(~xi) · �(~xj) =
nX

t=1

�tvtivtj = (V ⇤V 0)ij = Kij = K(xi, xj).

This proves that K(~x,~z) is a valid kernel function that corresponds to the
mapping �. Therefore, the only requirement to derive the mapping � is that
the eigenvalues of K are non-negatives since if we had a negative eigenvalue
�s associated with the eigenvector ~vs, the point

~z =
nX

i=1

vsi�(~xi) =
p

⇤V 0~vs.



Valid Kernel operations 

!   k(x,z) = k1(x,z)+k2(x,z) 

!   k(x,z) = k1(x,z)*k2(x,z) 

!   k(x,z) = α k1(x,z) 

!   k(x,z) = f(x)f(z) 

!   k(x,z) = x'Bz 

!   k(x,z) = k1(φ(x),φ(z)) 

Object Transformation [Moschitti et al, CLJ 2008] 

!     

!   Canonical Mapping, φM()  
!   object transformation, 
!   e. g., a syntactic parse tree into a verb subcategorization 

frame tree. 

!   Feature Extraction, φE() 
!   maps the canonical structure in all its fragments 
!   different fragment spaces, e.g. String and Tree Kernels 
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Syntactic and Partial Tree Kernels 

!   Linear Kernels 
!   String and Word Sequence Kernels  
!   Syntactic Tree Kernel (STK) 
!   Partial Tree kernel (PTK) 

Linear Kernel 

!   In Text Categorization documents are word vectors 

!   The dot product            counts the number of features in 
common 

!   This provides a sort of similarity 

Φ(dx ) =
x = (0,..,1,..,0,..,0,..,1,..,0,..,0,..,1,..,0,..,0,..,1,..,0,..,1)

                         buy           market        sell          stocks    trade

zx 

⋅

Φ(dz ) =
z = (0,..,1,..,0,..,1,..,0,..,0,..,0,..,1,..,0,..,0,..,1,..,0,..,0)

                         buy   company             sell         stock     



String Kernel 

!   Given two strings, the number of matches between their 
substrings is evaluated 

!   E.g. Bank and Rank 
!   B, a, n, k, Ba, Ban, Bank, Bk, an, ank, nk,.. 
!   R, a , n , k, Ra, Ran, Rank, Rk, an, ank, nk,.. 

!   String kernel over sentences and texts 

!   Huge space but there are efficient algorithms 

Using character sequences 

zx 

⋅

  

€ 

φ("bank") =
 x = (0,..,1,..,0,..,1,..,0,......1,..,0,..,1,..,0,..,1,..,0)

!            counts the number of common substrings 

 bank       ank           bnk          bk          b 

  

€ 

φ("rank") =
 z = (1,..,0,..,0,..,1,..,0,......0,..,1,..,0,..,1,..,0,..,1)

 rank               ank                  rnk          rk            r 

  

€ 

 x ⋅  z = φ("bank") ⋅ φ("rank") = k("bank","rank")



Efficient Evaluation: Intuition 

!   Dynamic Programming technique over: 
!   The size of the two input strings, m, n and 
!   The size of their common substrings, p 

!   Evaluate the spectrum string kernels 
!   Substrings of size p 

!   Sum the contribution of the different p spectra 

Tree kernels 

!   Syntactic Tree Kernel (STK) 
!    Partial Tree kernel (PTK) 

!   Efficient computation 



Example of a parse tree 

!   “John delivers a talk in Rome” 

S → N VP 

VP → V NP PP 

PP → IN N 

N → Rome 

N 

Rome 

S 

N 

NP 

D N 

VP 

V John 

in 

 delivers  

a talk 

PP 

IN 

The Syntactic Tree Kernel (STK)  
[Collins and Duffy, 2002] 
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The overall fragment set 

NP 

D 

VP 

a 

Children are not divided 

Explicit kernel space 

zx 

⋅

  

€ 

φ(Tx ) =
 x = (0,..,1,..,0,..,1,..,0,..,1,..,0,..,1,..,0,..,1,..,0,..,1,..,0)

!            counts the number of common substructures 

  

€ 

φ(Tz) =
 z = (1,..,0,..,0,..,1,..,0,..,1,..,0,..,1,..,0,..,0,..,1,..,0,..,0)



  

€ 

 x ⋅  z = φ(Tx ) ⋅ φ(Tz ) = K(Tx,Tz ) =

                    =
nx ∈Tx

∑ Δ(nx,nz)
nz ∈Tz

∑

Efficient evaluation of the scalar product: 
Syntactic Tree Kernel (STK) 

!   [Collins and Duffy, ACL 2002] evaluate Δ in O(n2): 
 

Δ(nx,nz ) = 0,   if the productions are different else
Δ(nx,nz ) =1,    if pre-terminals else

Δ(nx,nz ) = (1+Δ(ch(nx, j),ch(nz, j)))
j=1

nc(nx )

∏

  

€ 

 x ⋅  z = φ(Tx ) ⋅ φ(Tz ) = K(Tx,Tz ) =

                    =
nx ∈Tx

∑ Δ(nx,nz)
nz ∈Tz

∑

Efficient evaluation of the scalar product: 
Syntactic Tree Kernel (STK) 



Other Adjustments 

!   Normalization 

€ 

Δ(nx,nz ) = λ,    if pre - terminals else

Δ(nx,nz ) = λ (1+ Δ(ch(nx, j),ch(nz, j)))
j=1

nc(nx )

∏

€ 

" K (Tx,Tz ) =
K(Tx,Tz )

K(Tx,Tx ) ×K(Tz,Tz)
 

!   Decay factor 

Observations 

!   We can order the production rules used in Tx and Tz,  at 
loading time 

!   At learning time we can evaluate NP in  

    |Tx|+|Tz | running time [Moschitti, EACL 2006] 

!   If Tx and Tz are generated by only one production rule ⇒ 
O(|Tx|×|Tz | )…Very Unlikely!!!! 



Partial Tree Kernel (PTK) 
[Moschitti, ECML 2006] 
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!   STK + String Kernel with weighted gaps on nodes’ children 

Partial Tree Kernel - Definition 

!   By adding two decay factors we obtain: 



Efficient Evaluation (1) 

!   In [Taylor and Cristianini, 2004 book], sequence kernels with 
weighted gaps are factorized with respect to different 
subsequence sizes 

!   We treat children as sequences and apply the same theory 

Dp 

those defined in [7, 2, 3, 5, 13]. Additionally, we add two decay factors: µ for the
height of the tree and ∏ for the length of the child sequences. It follows that

¢(n1, n2) = µ

≥
∏

2 +
X

J1,J2,l(J1)=l(J2)

∏

d(J1)+d(J2)

l(J1)Y

i=1

¢(cn1 [J1i], cn2 [J2i])
¥

(3)

where d(J1) = J1l(J1) ° J11 and d(J2) = J2l(J2) ° J21. In this way, we pe-
nalize both larger trees and subtrees built on child subsequences that contain
gaps. Moreover, to have a similarity score between 0 and 1, we also apply the
normalization in the kernel space, i.e. K

0(T1, T2) = K(T1,T2)p
K(T1,T1)£K(T2,T2)

.

3.2 E±cient tree kernel computation

Clearly, the naive approach to evaluate Eq. 3 requires exponential time. We can
e±ciently compute it by considering that the summation in Eq. 3 can be dis-
tributed with respect to diÆerent types of sequences, e.g. those composed by p
children; it follows that ¢(n1, n2) = µ

°
∏2 +

P
lm

p=1 ¢
p

(c
n1 , cn2)

¢
, (4)

where ¢
p

evaluates the number of common subtrees rooted in subsequences of
exactly p children (of n1 and n2) and lm = min{l(c

n1), l(cn2)}. Note also that
if we consider only the contribution of the longest child sequence from node
pairs that have the same children, we implement the SST kernel. For the STs
computation we need also to remove the ∏2 term from Eq. 4.

Given the two child sequences s1a = c
n1 and s2b = c

n2 (a and b are the last
children),

¢
p

(s1a, s2b) = ¢(a, b)£
|s1|X

i=1

|s2|X

r=1

∏|s1|°i+|s2|°r £¢
p°1(s1[1 : i], s2[1 : r]),

where s1[1 : i] and s2[1 : r] are the child subsequences from 1 to i and from
1 to r of s1 and s2. If we name the double summation term as D

p

, we can
rewrite the relation as:

¢
p

(s1a, s2b) =

(
¢(a, b)D

p

(|s1|, |s2|) if a = b;

0 otherwise.

Note that D
p

satisfies the recursive relation: D
p

(k, l) =
¢

p°1(s1[1 : k], s2[1 : l]) + ∏D
p

(k, l° 1) + ∏D
p

(k° 1, l) + ∏2D
p

(k° 1, l° 1) (5)

By means of the above relation, we can compute the child subsequences of two
sequences s1 and s2 in O(p|s1||s2|). This means that the worst case complexity
of the PT kernel is O(pΩ2|N

T1 ||NT2 |), where Ω is the maximum branching factor
of the two trees. Note that the average Ω in natural language parse trees is very
small and the overall complexity can be reduced by avoiding the computation
of node pairs with diÆerent labels. The next section shows our fast algorithm to
find non-null node pairs.
3.3 Fast non-null node pair computation

To compute the tree kernels, we sum the ¢ function for each pair hn1, n2i2
N

T1 £ N
T2 (Eq. 1). When the labels associated with n1 and n2 are diÆerent,

we can avoid evaluating ¢(n1, n2) since it is 0. Thus, we look for a node pair

Efficient Evaluation (2) 

!   The complexity of finding the subsequences is                         

!   Therefore the overall complexity is 
    where ρ  is the maximum branching factor (p = ρ) 



Running Time of Tree Kernel Functions 

STK (fast) 
STK (slow) 
PTK (fast) 

Outline: Kernels for Ranking 

!   Reranking with kernels 
!   Preference Kernel 
!   Reranking Passages with relational representations 
!   Shallow Syntax + semantic information 
!   Dependency Trees 
!   Semantic Roles 
!   Discourse 
!   Link Open Data 
 



Relational Kernels for 
Passage Reranking 

Preference Reranking for documents/
passages 

Search Engine 
or QA system 

!   The initial rank is provided by a search engine (or also a 
powerful QA system) 

!   New idea: a boost can be achieved by capturing the relation 
between question and answer passage 



More formally 

!   Build a set of hypotheses: Q and A pairs 

!    These are used to build pairs of pairs,                 

!   positive instances if Hi is correct and Hj is not correct 

!   A binary classifier decides if Hi is more probable than Hj 

!   Each candidate annotation Hi is described by a structural 
representation 

!   This way kernels can exploit all dependencies between 
features and labels 

Hi , Hj

Preference Reranking Kernel 

H1 > H2  and H3 > H4  then consider training vectors:

 

Z1 = φ(H1)−φ(H2 ) and 


Z2 = φ(H3)−φ(H4 )⇒ the dot product is: 

 

Z1 •  

Z2 = φ(H1)−φ(H2 )( )• φ(H3)−φ(H4 )( ) =

φ(H1)•φ(H3)−φ(H1)•φ(H4 )−φ(H2 )•φ(H3)+φ(H2 )•φ(H4 )

= K(H1,H3)−K(H1,H4 )−K(H2,H3)+K(H2,H4 )

Let Hi = qi,ai ,  Hj = qj, aj
K(Hi, Hj ) = PTK(qi, qj )+PTK(ai, aj)



Our approach 

!   Model q/a pairs explicitly as linguistic structures 

!   Rely on Kernel Learning to automatically extract 
and learn powerful syntactic patterns 

< > , (0.5,%0.2,…,%1.0)%, 

What%is%Mark%
Twain's%real%
name?%< 

Samuel%Langhorne%
Clemens,%be@er%known%
as%Mark%Twain.% > , 

Computing kernel between q/a pairs 

< > , (0.5,%0.2,…,%1.0)%, 

< > , (0.5,%0.2,…,%1.0)%, 

Kfvec%KTK%KTK%



Structural representations of q/a 
pairs 

!   NLP structures are rich sources of features 
!   Shallow syntactic and dependency trees 

!   Linking related fragments between question and 
answer is important: 
!   Simple lemma matching (Severyn and Moschitti, 2012) 
!   Semantic linking (Severyn et al., CoNLL, CIKM 2013) 

Relational shallow trees 
(Severyn and Moschitti, 2012) 

< > , 

What%is%Mark%
Twain's%real%
name?%< 

Samuel%Langhorne%
Clemens,%be@er%known%
as%Mark%Twain.% > , 



Semantic linking 
(Severyn et al., 2013) 

NER: Person NER: Personfocus

< > , 

Find%quesYon%category%(QC):%
HUM/

Semantic linking 

NER: Person NER: Personfocus

< > , 

Find%focus%(FC):%
name/

Find%quesYon%category%(QC):%
HUM/



Semantic linking 

NER: Person NER: Personfocus

< > , 

Find%enYYes%according%to%
quesYon%category%in%the%answer%

passage%(NER)%

Find%focus%(FC):%
name/

Find%quesYon%category%(QC):%
HUM/

Semantic linking 

NER: Person NER: Personfocus

< > , 

Find%focus%(FC):%
name/

Find%quesYon%category%(QC):%
HUM/

Link%focus%word%and%named%
enYty%tree%fragments%

Find%enYYes%according%to%
quesYon%category%in%the%answer%

passage%(NER)%



Experiments and models 

!   Data 
!   TREC QA 2002 & 2003 (824 questions) 

!   Systems 
!   BM25 from IR 
!   CH - shallow tree [Severyn & Moschitti, 2012]  
!   V - similarity feature vector model 
!   +FC+QC - semantic linking 
!   +TFC+QC - typed semantic linking 

Feature Vector Representation 

!   Lexical 
!   Term-overlap: n-grams of lemmas, POS tags, 

dependency triplets 

!   Syntactic 
!   Tree kernel score over shallow syntactic and 

dependency trees 

!   QA compatibility 
!   Question category 
!   NER relatedness – proportion of NER types related to 

the question category 
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Summary: CH+V+QC+TFC 
What company owns the soft drink brand "Gatorade"? 

Q 

(Severyn et. al,  CoNLL '13, CIKM '13) 

Stokely-Van Camp started marketing the drink as Gatorade in 1967.  
Quaker Oats Co. took over Stokely-Van Camp, and Gatorade, in 1983. 

AP 

!  Hard string match 
!  LDA, WordNet-based 

similarity: no 
improvement 

Question  
Exp. Answer Type: 

HUM 
(Li, Roth, COLING '02) 

FOCUS 

NE type: ORG 

  

22

Structural representation

What company owns the soft drink brand "Gatorade"?
Q

(Severyn et. al,  CoNLL '13)

Stokely-Van Camp started marketing the drink as Gatorade in 1967. 
Quaker Oats Co. took over Stokely-Van Camp, and Gatorade, in 1983.

AP

CH+V+QC+TFC+SRL 



CH+V+QC+TFC+SRL 

Predicate 

CH+V+QC+TFC+SRL 

<argument label>-predicate 



Dependency tree: DEP+V+QC+TFC 

DEP+V+QC+TFC+SRL 



Results 

CH+V+QC+TFC

CH+V+QC+TFC+SRL

DEP+V+QC+TFC

DEP+V+QC+TFC+SRL

38.8 39 39.2 39.4 39.6 39.8 40 40.2 40.4
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40.24

39.29

40.03

MRR
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MAP
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CH+V+QC+TFC+SRL
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29.63
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Discourse? 



Semantic Structures from 
Link Open Data 

Using Type Match Relation 
What company owns the soft drink brand "Gatorade"? 

Q 

Stokely-Van Camp started marketing the drink as Gatorade in 1967.  
Quaker Oats Co. took over Stokely-Van Camp, and Gatorade, in 1983. 

AP 

anchor 

anchor 

class 

entity/class 

Large-scale structured 
knowledge dataset 

isa/subclassOf 
Type Match 

(TM) 

(Timoshenko et. al,  EACL’14) 



Using Type Match Relation 
What company owns the soft drink brand "Gatorade"? 

Q 

Stokely-Van Camp started marketing the drink as Gatorade in 1967.  
Quaker Oats Co. took over Stokely-Van Camp, and Gatorade, in 1983. 

AP 

anchor 

anchor 

class 

entity/class 
isa/subclassOf 

Linked Open Data (LOD): 
Yago,  DBpedia,  WordNet 

Type Match 
(TM) 

Linked Open Data 
!  Structured knowledge published according to 

LOD principles 
"  organized as directed graph/statements 



Linked Open Data 
!  Structured knowledge published according to 

LOD principles 
"  organized as directed graph/statements 
"  commonly shared knowledge schemes 

—  rdfs:subClassOf, rdf:type, rdf:label 
 

Linked Open Data 
!  Structured knowledge published according to 

LOD principles 
"  organized as directed graph/statements 
"  commonly shared knowledge schemes 

—  rdfs:subClassOf, rdf:type, rdf:label 
!  > 250 data sets 

"  DBpedia (> 4 mln entities): extracted from Wikipedia 
"  YAGO (> 10 mln entities): Wikipedia + WordNet 

 



Match algorithm 
!  Input:  text passages Q, AP;  LOD dataset 

 
 

What company owns the soft drink brand "Gatorade"? 
Q 

Stokely-Van Camp started marketing the drink as Gatorade in 1967.  
Quaker Oats Co. took over Stokely-Van Camp, and Gatorade, in 1983. 

AP 

Match algorithm 

What company owns the soft drink brand "Gatorade"? 
Q 

Stokely-Van Camp started marketing the drink as Gatorade in 1967.  
Quaker Oats Co. took over Stokely-Van Camp, and Gatorade, in 1983. 

If LOD dataset  = (YAGO 
OR DBpedia) 

!  YAGO, DBpedia are 
aligned with Wikipedia 
on entity level 

  

Wikification 
tool 

AP 

1.  Detect anchors in AP 
2.  For each anchor extract references 

 
 
 



Match algorithm 

What company owns the soft drink brand "Gatorade"? 
Q 

Stokely-Van Camp started marketing the drink as Gatorade in 1967.  
 

Quaker Oats Co. took over Stokely-Van Camp, and Gatorade, in 1983. 

AP 

wiki:Van_Camp%27s wiki:Gatorade wiki:Quaker_Oats_Company 

1.  Detect anchors in AP 
2.  For each anchor extract references 

 
 
  

Match algorithm 

What company owns the soft drink brand "Gatorade"? 
Q 

Stokely-Van Camp started marketing the drink as Gatorade in 1967.  
Quaker Oats Co. took over Stokely-Van Camp, and Gatorade, in 1983. 

AP 

wiki:Quaker_Oats_Company 
yago:Quaker_Oats_Co

mpany 
yago:hasWikipediaUrl 

reference 

dbpedia:Quaker_Oats_C
ompany 

YAGO 

DBpedia reference 

1.  Detect anchors in AP  
2.  For each anchor extract references 

 
 
 



Match algorithm 

What company owns the soft drink brand "Gatorade"? 
Q 

Stokely-Van Camp started marketing the drink as Gatorade in 1967.  
Quaker Oats Co. took over Stokely-Van Camp, and Gatorade, in 1983. 

If LODKS = WordNet 
!  All NP chunks are anchors 
!  Use all senses 

drink#1 
drink#2 

drink#3 
drink#4 

drink#5 

references 

AP 

1.  Detect anchors in AP 
2.  For each anchor extract references 

 
 
 

Match algorithm 

Stokely-Van Camp started marketing the drink as Gatorade in 1967.  
Quaker Oats Co. took over Stokely-Van Camp, and Gatorade, in 1983. 

AP 

3.  For each reference extract a set of types 
"  YAGO, DBpedia: rdf:type, rdfs:subclassOf 

"  WordNet: hypernymy 

 
 
 
 

wiki:Quaker_ 
Oats_Company 

yago:Quaker_ 
Oats_Company rdf:type 

rdfs:subClassOf 

YAGO 

yago:wordnet_company 
_108058098 

yago:wikicategory_Companies_ 
based_in_Chicago,_Illinois 

“company”@en 

rdfs:label 
�T 

�T 



Match algorithm 

Stokely-Van Camp started marketing the drink as Gatorade in 1967.  
Quaker Oats Co. took over Stokely-Van Camp, and Gatorade, in 1983. 

AP 

4.  Match type names to NP chunks in Q 
 
 
 
 

wiki:Quaker_ 
Oats_Company 

yago:Quaker_ 
Oats_Company rdf:type 

rdfs:subClassOf 

YAGO 

yago:wordnet_company 
_108058098 

yago:wikicategory_Companies_ 
based_in_Chicago,_Illinois 

“company”@en 

rdfs:label 
�T 

�T 

�T 

�T 

What company owns the soft drink brand "Gatorade"? 
Q 

Match algorithm 

Stokely-Van Camp started marketing the drink as Gatorade in 1967.  
Quaker Oats Co. took over Stokely-Van Camp, and Gatorade, in 1983. 

What company owns the soft drink brand "Gatorade"? 
Q 

AP 

TYPE MATCH (TM) 

4.  Match type names to NP chunks in Q 
 
 
 
 



Encoding type match: TMN 
What company owns the soft drink brand "Gatorade"? 

Stokely-Van Camp started marketing the drink as Gatorade in 1967.  
Quaker Oats Co. took over Stokely-Van Camp, and Gatorade, in 1983. 

Q 

AP 

Encoding type match: TMND 
What company owns the soft drink brand "Gatorade"? 

Stokely-Van Camp started marketing the drink as Gatorade in 1967.  
Quaker Oats Co. took over Stokely-Van Camp, and Gatorade, in 1983. 

Q 

AP 



Encoding type match: TMNF 
What company owns the soft drink brand "Gatorade"? 

Stokely-Van Camp started marketing the drink as Gatorade in 1967.  
Quaker Oats Co. took over Stokely-Van Camp, and Gatorade, in 1983. 

Q 

AP 

Wiki-based REL-matching 
Who created the literary character Phineas Fogg? 

Q 

Jules Verne's Phileas Fogg made literary history when he traveled 
“around the world in 80 days” in 1873. 

AP 



Wiki-based REL-matching 
Who created the literary character Phineas Fogg? 

Q 

Jules Verne's Phileas Fogg made literary history when he traveled 
“around the world in 80 days” in 1873. 

AP 

  

72

Wiki-based REL-matching

Who created the literary character Phineas Fogg?
Q

Jules Verne's Phileas Fogg made literary history when he traveled 
“around the world in 80 days” in 1873.

AP

Experimental setting (1) 
!  TREC QA 2002/2003 dataset 

"  824 factoid questions + answer patterns 

!  AQUAINT corpus for answer passage retrieval 
 

 



Experimental setting (1) 
!  TREC QA 2002/2003 dataset 

"  824 factoid questions + answer patterns 

!  AQUAINT corpus for answer passage retrieval 
!  5-fold cross-validation 

"  165 questions for test, 649 questions for training 
"  10 answer passages per training question → 4800 examples/fold 
"  50 answer passages per test question →  8200 examples/fold 

 

Experimental setting (2) 
!  Preference reranking with kernels (Severyn et al, 

SIGIR '12) 
"  Partial Tree Kernel for structures (Moschitti, ECML '06) 
"  polynomial kernel for vectors 

!  Prune unrelated substructures  
!  Wikification 

"                                           



Baselines 
!  IR baseline 

"  Terrier engine, BM25 model 
!  Structural baseline (Severyn&Moschitti, CoNLL '13)  

 

Baselines 
!  IR baseline 

"  Terrier engine, BM25 model 
!  Structural baseline (Severyn&Moschitti, CoNLL '13)  

"  V: feature vector 
—  Question (Q) /Answer Passage (AP) cosine BOW similarity 
—  Q/AP Partial Tree Kernel (PTK) similarity 
—  normalized IR BM25 score 
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Results 

!  Y: YAGO 
!  W: WordNet 
!  D: Dbpedia 
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Results: Data sources impact 

!  Y: YAGO 
!  W: WordNet 
!  D: DBpedia 
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Results: CH+V+TM 

!  Y: YAGO 
!  W: WordNet 
!  D: Dbpedia 
!  SB: CH+V+QC+TFC 
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State-of-art approaches 
!  Feature-based models based on 

"  Quasi-synchronous grammars (Wang, 2007) 
"  Tree Edit Distance (Heilman & Smith, 2010) 
"  Probabilistic model to learn TED transformations on 

dependency trees (Wang & Manning, 2010) 
"  CRF + TED features (Yao et al., 2013) 

!  Structural representation based approaches 
"  SVM + shallow parse tree representation (Severyn & 

Moschitti, 2012), (Severyn et al, 2013) 
Our baseline 



TREC’13 academic benchmark 
•  Factoid open-domain TREC QA corpus prepared 

by Wang et al. (2007) 
•  Training data from the 1,229 TREC8-12 questions 

•  Training questions automatically marked using 
regular expressions 

•  The test data contains 89 questions, whose answers 
were manually annotated 

•  We used 10 answer passages for each question 
for training and all the passages for testing 
•  passages are given (no search engine is needed) 

 

Latest Results on TREC’13 

MRR MAP P@1
BM25 65.96 66.24 55.6
CH+V+QF+TFC 68.97 69.18 59.30
CH+V+QF+TFC* (SB) 69.29 69.50 60.00
DEP+V+QF+TFC 62.76 63.08 52.50
SB+SRL 69.21 69.38 59.60
SBw 70.17 70.31 60.80
+TMN :Y+W 70.66 70.77 61.10
+TMN :Y 70.35 70.46 60.60
+TMND :Y+W 70.62 70.76 61.10
+TMNF :Y+W 70.44 70.58 60.50
+TMNDF :Y 70.64 70.75 60.80

Table 5: Experiments on Answerbag

Map MRR
Yao et al., 2013 [35] 63.07 74.77
CH+V 65.66 74.59
DEP+V 65.87 72.68
CH+V+QC+TFC 67.55 75.14
CH+V+QC+TFC* (SB) 67.42 75.06
DEP+V+QC+TFC 65.78 70.79
SBw 69.49 74.73
+TMN :Y+W+D 70.75 77.71
+TMNF :Y+W+D 71.03† 78.03
+TMND :Y+W+D 71.60‡ 78.60
+TMNDF :Y+W+D 71.31† 77.74
CH+V+QC+TFC+SRL 67.91 75.66

Table 6: Results of baseline and best LOD-enriched baseline
systems on TREC13 corpus

to using lemmas, employs Wikipedia links to derive REL matching
as described in Section 4.3. The last five lines report the accuracy
of the systems that typically exhibited the best performances on the
TREC QA 2002/2003 corpus. The relative improvement when us-
ing LOD and Wikipedia is lower. This is likely due to the fact that
textual overlap between questions and answers on Answerbag is
higher than that on TREC QA 2002/2003.

6.4 TREC13: sentence reranking
Table 6 reports the accuracy of the state-of-the-art system [35]

tested on the same test set in line 2. Further, it reports the ac-
curacy of the baseline LOD/SRL-knowledge systems in lines 3-
6. Lines 7-11 report the accuracy of the SBw system and of the
three top-scoring systems that employ the TM knowledge. Finally,
the bottom line reports the accuracy of the CH+V+QC+TFC sys-
tem enriched with SRL knowledge. The results on the TREC13
data further confirm the usefulness of LOD-based TM knowledge,
which allows us to obtain a statistically significant improvement of
around 3.5 points in terms of MRR as compared to the SB system.
6.5 Textual entailment experiments

We represent texts and hypothesis pairs using the structures de-
scribed in Sections 4 and 3.2 and employ kernel-based classifica-
tion. Table 7 reports the accuracy of our systems when applied to
the textual entailment task. Here V stands for the similarity features
derived by the text pair representation (see Sec. 6.1), CHNOREL

stands for the shallow chunk structural representation without REL
matching. Off column corresponds to the results obtained when
training/testing on the official dev/test dataset of a corresponding
challenge, CV corresponds to the experiment modality when dev
and test sets are combined into a single dataset and 10-fold cross-
validation is run. SB differs for each accuracy column and corre-
sponds to the best-performing SRL/LOD-lean knowledge system
in a given column. It is DEP+V for both off and cv on RTE2 and
RTE3, CH and CH+V for the off and cv experiments on RTE5,
respectively. The TM systems are always the SBw system (dif-
ferent for each column) enriched with TM matches. Note, that in
contrast to the answer reranking, TE systems benefit from DEP+V
representation on RTE2 and RTE3 datasets. LOD knowledge is not

RTE2 RTE3 RTE5
Off CV Off CV Off CV

V 57.62 59.50‡ 61.75‡ 62.38‡ 58.17‡ 57.42‡
CHNOREL 52.75‡ 59.50‡ 54.12‡ 51.00‡ 56.33‡ 60.58
CH 57.00 61.69 65.00 67.50 63.17 61.42
CH+V 58.25 61.69 64.50‡ 66.69 61.33 62.42
DEP 57.88 61.62 66.25 67.19 60.67 61.33
DEP+V 58.62 61.62 66.38 67.19 59.83 62.42
SB+SRL 58.88 60.94‡ 66.12 66.88 61.83 62.25
SBw 58.75 60.88 68.50† 68.81‡ 63.33 62.75
TMN :Y 57.62 60.75 68.88‡ 69.06‡ 62.17 64.16
TMN :Y+W 58.00 60.56† 68.12 69.31‡ 62.17 64.58‡
TMN :Y+W+D 57.50 60.62† 68.38† 69.12‡ 62.17 65.00‡
TMN :Y+D 57.75 60.75 68.38† 69.12‡ 62.17 64.33†
TMN :W 58.38 60.94 67.75 69.06‡ 62.83 62.50
TMN :W+D 58.75 61.00 67.75 69.25‡ 62.83 63.33
TMND :Y 58.00 60.56† 68.38† 69.37‡ 62.00 64.42
TMND :Y+W 57.62 60.56† 67.5 69.19‡ 62.00 65.00†
TMND :Y+W+D 57.75 60.25‡ 67.75 68.94‡ 62.67 64.50
TMND :Y+D 57.25 60.56† 68.38† 69.19‡ 61.00 65.00‡
TMND :W 58.50 60.81 67.88 69.12‡ 62.83 63.00
TMND :W+D 58.25 60.88 67.88 68.81‡ 61.67 63.25

Table 7: Accuracy on RTE datasets

beneficial in the Off setting on RTE2 and RTE5. We explain this
by the fact that (i) both texts and hypotheses in RTE2 are typically
short, thus, they are annotated with less Wikipedia links and con-
sequently we observe less TM matches; (ii) RTE5 includes only
600/600 text-hypothesis examples in dev/test. Note, that when we
run RTE5 in CV setting, systems which use LOD knowledge sig-
nificantly outperform SB.

6.6 Efficiency
Computational complexity. The complexity of the type match

procedure for a short text pair, T1 and T2, described in Section 4.2
is O(A ⇥ U ⇥ G ⇥ C). where A is number of anchors in T1, U
is a maximal number of entities/classes URIs per an anchor, G is
a maximal number of generalizing types per URI and C is number
of noun phrase chunks in T2. Considering short texts, the overall
complexity is a constant limited by the number of words.

Wikipedia annotation time. Wikipedia annotation time depends
on the algorithms used to perform wikification, the technical im-
plementation of the algorithms, tools and techniques for Wikipedia
data storage and retrieval, and hardware capacity. In our experi-
ments we used (i) a local installation of Wikipedia Miner (WM) on
a DELL N5110 machine24 and a (ii) commercial web-service opti-
mized for fast text processing, Machine Linking, which we access
using REST API. We store preprocessed version of Wikipedia to
be used by WM 1.0 in a 5.5.17 MySQL database.

Table 8 provides information about the running time of Wikipedia
annotation on RTE2 and RTE5. Size column reports number of
text-hypothesis pairs processed, Avg length reports their average
length in words (following Table 6 in [3]), and two last columns re-
port average time required to process one pair in seconds (and total
time required to process the full corpus in minutes in parentheses).
The speed exhibited by the Machine Linking service shows that
the methods relying on linking to Wikipedia are scalable for large
amounts of data given the efficient implementation of the wikifica-
tion tool.

Type data extraction time. We use Jena TDB 0.9.025 RDF
triple store to store local YAGO, WordNet and DBpedia data. Jena
TDB efficiency26 was evaluated on a number of benchmarks with

246GB RAM, four core Intel(R) Core(TM) i7-2630M CPU @
2.00GHz processor, 64-bit operating system, 640gb 2.5" Sata II
Hard Drive with 5400 RPM

25http://jena.apache.org/documentation/tdb/index.html
26We installed Jena TDB on a server machine with
12Intel R�Xeon R�Processor X5670 processors, with 94GB RAM



A glimpse to the exploitation of Direct 
Acyclic Graph (DAG) 
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Fig. 1. Three syntactic trees and the resulting DAG.

smallesubtrees such as [D a] and [D car] are shared with a frequency of 3. The
two subtrees rooted in VP are di↵erent and require di↵erent roots but they can
still share some of their subparts, e.g. [V buy].

Given a collection of trees, there are various methods to e�ciently build a
corresponding DAG and allow for fast access to its tree nodes, see for example [1].
In our approach, for each node in a tree, we generate a string representation
of its subtree. This requires linear time in the number of tree nodes and can
be done at the preprocessing step. These strings are unique identifiers of each
respective node and serve as keys in the hash table, whose values are pointers to
the corresponding nodes. To perform e�cient search within a DAG, we maintain
a simple and e�cient nested structure of two associative arrays. The first is a
hash table, which given a node retrieves the set of nodes associate with the same
production rule. Each entry in the retrieved set contains a tuple of a pointer to
the node and its current frequency. In this way we can e�ciently enumerate all
the candidate substructures to compute the tree kernel [4] between a DAG and
a given tree.

Tree Kernels (TKs). Convolution TKs compute the number of common sub-
structures between two trees T1 and T2 without explicitly considering the whole
fragment space. For this purpose, let the set T = {t1, t2, . . . , t|T |} be the sub-
structure space and �

i

(n) be an indicator function, equal to 1 if the target t
i

is
rooted at node n and equal to 0 otherwise. A tree-kernel function over T1 and T2

is TK(T1, T2) =
P

n12N

T1

P
n22N

T2
�(n1, n2), NT1 and N

T2 are the sets of the

T1’s and T2’s nodes, respectively and �(n1, n2) =
P|T |

i=1 �i

(n1)�i

(n2). The latter
is equal to the number of common fragments rooted in the n1 and n2 nodes.

Theorem 1. Let D be a DAG representing a tree forest F and K
dag

(D,T2) =P
n12N

D

P
n22N

T2
f(n1)�(n1, n2) then

X

T12F

TK(T1, T2) = K
dag

(D,T2), (4)

where f(n1) is the frequency associated with n1 in the DAG.
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Conclusions 

!   Relational Learning from pairs of texts offers great 
potential 
!   many applications, ranging from QA to MT 

!   Using semantic and structural representations is difficult: 
!   How to engineer rules for exploiting syntactic/semantic 

information? 
!   How to engineer features for learning algorithms? 

!    We can use powerful ML algorithms and kernel methods 
!   Kernels can generate many features 
!   SVMs are robust to noise and irrelevant features 

!   State of the art in QA and other relational learning tasks 



Future (on going work) 

!   Deeper modeling of paragraphs: shallow semantics and 
discourse structures to design more compact and 
accurate representation of whole paragraphs 

!   Applying automatic JHU-PIRE MR 
!   Use of reverse kernel engineering to build efficient 

systems: [Pighin&Moschitti, CoNLL2009, EMNLP2009, CoNLL2010] 

Documentation 

!   Tutorial Webpage  
!   http://disi.unitn.it/moschitti/SIGIR-tutorial.htm 
!   Software 
!   Data: Question Classification and Paragraph reranking 
!   Updated slides 
!   Papers 
!   Books 



An introductory book on SVMs, Kernel 
Methods and Text Categorization 

Forthcoming 2014 

!   State-of-the-art Kernels in Natural Language Processing 
     Author: Alessandro Moschitti 
     Synthesis Lectures on Human Language Technologies  
     Editor: Morgan & Claypool Publishers 

State-of-the-art Kernels in 
Natural Language 
Processing 
 

Alessandro 
Moschitti 



Thank you 
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