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I.  Machine Reading (Etzioni, AAAI 2006) 
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Source: DARPA, Machine Reading initiative 



Information Extraction 

IE(sentence) = [tuple, confidence] 

 

“Edison, by all accounts, was the inventor of the light bulb.” 

 invented(Edison, light bulb), 0.98 

 

Typically, IE requires: 

 Pre-specified relations 

 Hand-labeled training examples 

 Lexicalized features/patterns 

 

 

4 



Nell lexical 
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NELL Lexical Patterns for “haswife” 

Top patterns include: 

 

A bad influence on 

A child through 

Abusive to 

And actress Angelina 

… 

Commits adultery with 
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Open Information Extraction (2007) 

Question: can we leverage regularities in language to 

extract information in a relation-independent way? 

 

Relations often: 

 anchored in verbs 

 exhibit simple syntactic form 

 

Virtues: 

 No hand-labeled data 

 “No sentence left behind” 

 Exploit redundancy & serendipity of Web  

 Robust to parser errors 
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History of Open IE 

2007:   1.0   (TextRunner, auto-labeled examples, CRF) 

2011:   2.0   (ReVerb, simple model of verb-based relations) 

2012:   3.0   (Ollie, parser, verbs + nouns) 

2013:   4.0   (semantic role labeling, n-ary relations) 
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Open IE is scalable but 

shallow! 



II. The Allen Institute for AI (AI2) 
 

“In order to be truly intelligent, computers must understand– that is 

probably the critical word. It is one thing to feed The Tale of Two Cities 

into a computer. It’s another to have the computer understand what’s 

being said.” 

Source: (Paul Allen, Microcomputer Interface, 1977) 
 

 

 

 

 

 

Mission: contribute to the world through high-impact AI research and 

engineering, with emphasis on reasoning, learning, and reading 

capabilities.  
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Scientific Advisory Board (SAB) 

Adam Cheyer           
Co-founder and VP Engineering 

at Siri, Inc.  

 

 

Eric Horvitz                     
Director of Microsoft Research 

(Redmond), fellow of AAAI and 

AAAS, AAAI President (2007-09) 

 

 

Tom Mitchell            
Chair of Machine Learning 

Department, Carnegie-Mellon, 

fellow of AAAI and AAAS, AAAI 

Distinguished Service Award 

Dan Roth                      
Professor at University of Illinois 

Urbana-Champaign, fellow of 

ACM, AAAI, and ACL, Associate 

Editor in Chief of JAIR 

 

Dan Weld            
Professor at University 

Washington, fellow of ACM and 

AAAI 
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 AI2 Overview  (Nonprofit Research Institute) 

 Experimental science projects 

 

 Sample of Research collaborations 

 Chris Manning, Stanford 

 Luke Zettlemoyer, UW 

 Andrew McCallum, Umass 

 Dan Roth, UIUC 

 

 Open source initiatives  

 Open AI Resources 
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Discover & Discuss Open Source AI 
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Key Events 

AI2 launched Jan. 2014 

$8M AI ADI Program 

launched 

March 2014 

Team of 20 April 2014 

Summer Intern Program June 2014 

Machine Vision Workshop August 2014 

Team of ~50 Dec. 2015 

AI2 Chronology 
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Talent + Mission = Impact 
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Flaghsip Project: Aristo 

Project Methodology: 

 

1. Externally-defined challenge tasks 

2. Training data + unseen test data (“as is”) 

3. Measurable progress, clear focus 

 

Key differences with Watson: 

1. Deeper semantics & inference 

2. Open model: publish, collaborate, open source 
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III. First Foray: Arithmetic Word Problems 
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Verb Categorization Approach (submitted) 
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81% categorization accuracy; 77% of test problems solved 



IV. First Steps in the Geometry Domain 
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In the diagram, AB 

intersects circle O 

at D, AC intersects 

circle O at E, AE = 

4, AC = 24, and AB = 

16. Find AD. 

B 
D 

A 

E O 

C 

Combines vision, NLP, and simple semantics 

Data set: 100 9th grade geometry problems 

To Appear in AAAI ’14 (Seo, Hajishirzi, Farhadi, Etzioni) 

 



Diagram Understanding 

 Problem: identify visual elements, their locations, their 

equations 

 Couple with text 

In the diagram, secant AB 

intersects circle O at D, 

secant AC intersects circle 

O at E, AE = 4, AC = 24, 

and AB = 16. Find AD. 

B 
D 

A 

E O 

C 
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Diagram Understanding as Optimization 

Objective function:         
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L̂ = argmaxL F(L̂,D,T ) =

                       P(D, L̂)

                     + C(C, L̂)

                     + S(T, L̂)

Coverage 

Visual Coherence 

Text Alignment 

• Bad news: optimization requires 2L operations 
 

• Good news: function F is “submodular” 

         

        
 

 

 

  

 
         

        
 

 

  

 

We have an algorithm that returns a (1-1/e) 

approximation of the optimal solution! 



Ablation Study 
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Diagram Demo (9th Grade geometry)G-aligner 
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http://trusty.cs.washington.edu:9239/vpsel/
http://trusty.cs.washington.edu:9239/vpsel/
http://trusty.cs.washington.edu:9239/vpsel/


V. 4th Grade “common-sense science” 
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More Example Questions 



Retrieval-based Approach (Baseline) 

HD A boy planting tomatoes in a garden is an example of an organism taking in 

nutrients? 
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A boy planting tomatoes in a garden is an example of an organism taking in 

nutrients? 

Retrieval-based Approach Fails 

HD 

The roots of the plant take in water and nutrients. 

Best 

matching 

sentence 

Answer is D  
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System answer: (A)  

Graders are commonly used in the construction and 

maintenance of dirt roads and gravel roads 

Another Example 

World knowledge 

necessary for NLP! 
 

 



I. Winograd Schemas and Knowledge  (1972) 

The city councilmen refused the demonstrators a permit 

because they [feared/advocated] violence. 

 

They = ? 
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Winograd Schema Challenge (Levesque, 2011) 

The large ball crashed right through the table 

because it was made of styrofoam.  

It = table 

The large ball crashed right through the table 

because it was made of steel.  

It = ball 
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Factual Knowledge for 4th Grade Science 
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Taxonomy 

“Squirrels are animals” 

“A rock is considered a 

nonliving thing" 

Properties 

“Water freezes at 32F” 

“This book has a mass 

and a volume" 

Structure 

“Plants have roots” 

"The lungs are an organ 

in the body" 

Processes 

"Photosynthesis is a 

process by which plants 

make their own food and 

give off oxygen and wate 

that they are not using.” 

"As an organism moves 

into an adult stage of life 

they continue to grow" 

Behavior 

"Animals need air, water, 

and food to live and 

survive” 

"Some animals grow 

thicker fur in winter to 

stay warm" 

Actions + States 

"Brushing our teeth 

removes the food and 

helps keep them strong" 

Etc.  

  Geometry, diagrams, … 

Qualitative Relations 

“Increased water flow 

widens a river bed” 

Taxonomy 

“Squirrels are animals” 

Properties 

“Water freezes at 32F” 

Part/whole 

"The lungs are an organ in 

the body" 

Language 

Paraphrases; 

active/passive 

transformations;   

apositives;         

coreference; idioms; … 

Behavior 

"Animals need air, water, 

and food to live and 

survive” 

Actions + States 

"Brushing our teeth 

removes the food and 

helps keep them strong" 

Qualitative Relations 

“Increased water flow 

widens a river bed” 

Processes 

"Photosynthesis is a 

process by which plants 

make their own food and 

give off oxygen and water 

that they are not using.” 



Sample Co-reference Challenges 

Some birds fly south before winter each year. This is an 

example of (A) migration (B) hibernation (C) germination (D) 

evaporation  

 

A student has a ball of clay that sinks when placed in a pan 

of water. Which property should he change to make the 

clay float? (A) color (B) texture (C) mass (D) shape  

 

The diagram below shows an electrical circuit.  The purpose 

of the copper wire is to (A) conduct electricity (B) produce 

electricity (C) store electricity (D) stop the flow of electricity  
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Entailment Challenges 

 Absorb  take in 

 24 hours  day 

 Lunch  Dinner 

 Blue eyes  color of 

your eyes 

 Disappear  evaporate 

 Cold  decrease in 

temperature 

 Gas  gaseous state 

 Good health habit  be 

healthy 

 Verb synonym 

 Phrase synonym 

 “Siblings” 

 

 

34 



Current Methodology 

Give Aristo 

an exam 

Identify where correct 

answer was not selected 

(inference path too weak) 

Identify missing 

knowledge 

Inject new 

knowledge 

into the KB 

{move,object,Earth} 

{fall,ball,ground} 

move(X,to(Earth)) 

Logical Inference Lexical Inference 
Mixture of: 

fall(X,to(ground)) 



Is it all “about” Knowledge? 

What about semantics? 

36 



Semantics: Treatment of Generics: 

 Two big issues: quantifier scope and strength  

 All (most? many?) fruits contain a seed? 

 All (most? many?) seeds are contained in a fruit? 

 All fruits contain all? some? seeds? 

 … 

 Pragmatic approximation: 

 Take the most common (forall-exists) interpretation, and the reverse 

a. If it’s a fruit, it contains a seed (with some confidence) 

b. If it’s a seed, it’s contained in a fruit (with some confidence) 

Fruits contain seeds. 

 Fruit isa(Fruit,"fruit") →  Seed isa(Seed,"seed"), contain(Fruit,Seed)   @ weight 1.0 

 Seed isa(Seed,”seed") →  Fruit isa(Fruit,”fruit"), contain(Fruit,Seed)   @ weight 1.0 

 

Formal representation: 

= ? 



Semantics: (Word Senses) 

 Traditional approach: 

 map words/phrases to an ontology at reading time: 

 “animal” → Animal 

 “cat”, “kitty” → Cat 

 … 

 but: requires anticipating all the needed distinctions up 

front, before a particular task is encountered 

 Deferred decisions (a lesson from Watson): 

 preserve words/phrases in the representation itself 

 

 make ontology decisions as needed at runtime in context 

 “person” isa “animal”? 

 “water” isa “basic need”? 

 “shiny crimson” isa “bright color”? 

 Fruit isa(Fruit,"fruit") →  Seed isa(Seed,"seed"), contain(Fruit,Seed)    

What do words mean? “animal”, “cat”, “bank”, … 



Summary of our Approach 

1. Knowledge + tractable reasoning is necessary for AI 

 

2. Knowledge acquisition has to be highly automated 

 

3. Large bodies of  high-quality knowledge can be 

acquired from text (“machine reading”) 

 

4. Aristo is tested on unseen, standardized, multiple 

choice tests in science, arithmetic, and geometry 

 

Semantic challenges everywhere… 
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VI. Semantic Scholar Project 

 “Show all papers where x is implicated in y where the levels of z 
are elevated”… 

 

Semantic 

index 

Tractable 

Inference 

Search 

“Show me all papers 

where…” 

English query 
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“lift all scientific boats”   
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Technologies on our Roadmap 

Linguistic Knowledge 
 - paraphrases and 
     other rewrite rules 

Reasoning 
with Uncertainty 

Crowdsourcing 

Diagrams and 
Spatial Reasoning 

Machine Reading 
 - knowledge-guided 
 - discourse processing 

Dialog 

Ensemble Reasoning & 
Machine Learning 



Conclusion: Join us! 


